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ABSTRACT: We present an ultrasensitive absorption spec-
trometer based on a 30 Hz/s stability, sub-kHz line width laser
source coupled to a high-stability cavity-ring-down-spectroscopy
setup. It provides direct and precise measurements of the
isotopic ratios δ17O and δ18O in CO2. We demonstrate the first
optical absorption measurements of 17O anomalies in CO2 with a
precision better than 10 ppm, matching the requirements for
paleo-environmental applications. This illustrates how optical
absorption methods have become a competitive alternative to
state-of-the-art isotopic ratio mass spectrometry techniques.

Non-mass-dependent stable isotopic anomalies are devia-
tions from an assumed mass-dependent fractionation law

(e.g., Young et al.1). 17O anomalies can be observed in a variety
of environments, associated with different processes. Com-
monly, 17O anomalies are expressed in the Δ17O notation. In
this study, we use a logarithmic expression,1,18,19 where λR
denotes the slope of a reference line R:

δ λ δΔ = + − × +O ln( O 1) ln( O 1)17 17
R

18

Several values for λR have been reported, each adapted for or
coming from different environmental systems. In this study, we
have chosen a value of 0.528. δ17O and δ18O are referenced to
arbitrary fixed values for now, as we solely intend to prove the
instrumental precision of our prototype. Δ17O of CO2 has been
proposed to be used as a proxy for terrestrial gross carbon
fluxes2,3 or marker for deep stratospheric intrusions.4,17O
anomaly in water bodies are an established tracer for
evaporation processes,5,6 which has been used extensively in
geoscientific studies. The 17O-anomaly of carbonate rocks, in
turn, reflects the anomaly of the respective parent water, thus
constituting a valuable tracer for paleo-hydrologic processes.
High-resolution terrestrial archives such as speleothems or
limnic carbonates therefore could give extensive insight into
past moisture sources and/or atmospheric convection regimes.
The determination of Δ17O in CO2 requires precise

measurements of three isotopologues: 16O12C16O, 16O12C18O,
and 16O12C17O. Typically, the required precision levels call for
the use of state of the art isotopic ratio mass spectrometry
(IRMS) techniques. However, because of isobaric interferences
of 16O13C16O (1.1%) and 16O12C17O (0.076%), 17O measure-
ments in CO2 have so far remained highly challenging. Several
methods have been developed in previous years, mainly based
on IRMS methods following oxygen exchanges through

fluorination,7 exchange with solid (cerium or copper)
oxide,8−10 CO2−water equilibration.3,11 An analytical challenge
is also to be able to measure this anomaly in small stratospheric
samples (e.g., Mrozek et al.12). The best precision reported
until now is 10, 30, and 5 ppm for δ17O, δ18O, and Δ17O of
CO2

11, respectively (1000 ppm = 1 ‰). Those methods come
at a significant cost of time and resources.
Spectroscopic methods offer an appealing alternative in this

field, since they probe absorption frequencies unambiguously
associated with the internal distribution of mass rather than the
total mass of an isotopologue, so they are unaffected by isobaric
interferences. The precise spectroscopic determination of
isotopologue ratios, however, requires an accurate and precise
determination of absorption line shapes.
Only few approaches toward high precision measurements of

δ17O in CO2 have been made.13,14 The highest precision
reported to date is 590 ppm, by Long et al. in 2011.14 Note that
a spectrometer with infinite signal-to-noise on the y axis would
finally be limited by the conversion of laser frequency noise to
amplitude noise as it probes absorption line wings. Our work
builds on previous work by Burkart et al.,15 which offers
exceptional laser frequency stability by using a new kind of laser
source obtained by optical feedback locking of a distributed
feedback laser (DFB) to an ultrastable V-shaped optical cavity.
We describe several improvements to the original setup and
report on the performance levels of a prototype with a relative
frequency-stability better than 2 × 10−12 and an absorption
detection limit of 5 × 10−13 cm−1, allowing for high-precision
determination of isotopic ratios.
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■ EXPERIMENTAL SETUP
The experimental setup comprises of a very narrow and stable
V-shaped optical feedback source (VCOF)15 lasing in the near-
infrared around 1.6 μm, which provides a sub-kHz laser line
width with a typical drift of 30 Hz/s. Locking of a distributed
feedback diode laser to the cavity is realized by a mirror
mounted on a piezo-electric actuator (PZT1), which is
controlled by a lock-in-amplifier regulating on the transmission
signal of VCOF. 80% of the emitted light is collimated (L1) in
an optical fiber. To allow continuous frequency tuning over a
19 GHz range, a fibered multiple Mach-Zehnder modulator
(MZM, Photline MXIQ-LN40), used as an optical Single-
Sideband generator (SSB),15 is modulated by a radio frequency.
This solution allows arbitrary distribution of spectral points on
the frequency axis and therefore focusing on regions of
importance for line shape definition, to increase measurement
precision. The frequency shifted light is amplified by a boost
optical amplifier (BOA) and can be interrupted by an acousto-
optic-modulator (AOM). Finally, a second collimator (L2)
allows free-space coupling to a high-sensitivity, high-stability
cavity ring down spectrometer (CRDS) setup. The CRDS
cavity is made of a massive aluminum rod (70 mm outer
diameter, 8 mm inner diameter, 490 mm length) fitted with two
high reflectivity mirrors (Layertec GmbH). The optical
resonator exhibits a finesse of 450 000 with an FSR of 297
MHz. The rear mirror is mounted on a piezo-electric tube
actuator (PZT, Physikinstrumente P-016.10H) to allow for
length dithering of the cavity. The alignment of the cavity is
realized by acting on 8-push- and 8 pull-screws. Two external
mirrors mounted on piezo-electric-actuators (PZT2, PZT3)
allow to average out effects of spurious reflections on optics
elements. The reader will find a detailed description of the
technique in Burkart et al.23 The whole CRDS setup is
mounted in a temperature stabilized enclosure, and the cavity
itself is further stabilized at a level of a few mK. The cavity
temperature is recorded by two PT1000 elements embedded in
the aluminum body.
CRDS Stability. A major difference to the setup proposed

by Burkart et al.16 is the simplification of the optical resonator-
optical source locking scheme, by abandoning a complex
Pound-Drever-Hall locked system and switch for a simpler
weak-locked system, satisfactory for isotopic ratio measure-
ments. It results in a more robust and faster system at the price
of a negligibly imperfect optical phase transfer resulting in
higher demands in system stability. Active temperature
stabilization of the CRDS cavity is realized by a homemade,
stand-alone, PID system based on an Arduino Due micro-
controller. The PID receives temperature readings from one of
the PT1000 probes embedded in the aluminum body, close to
the analyte gas, and acts on a resistive heating band (OMEGA
SRFG-XXX/10-P). To minimize environmental influence, the
whole CRDS-setup is mounted inside an insulating wooden
enclosure. This limits temperature gradients in the gas cell to
less than 10 mK. Pressure stabilization for flow measurements is
done by a (Bürkert 2/2) proportional valve, acting on readings
from a (MKS Baratron 626B, 100 Torr) capacitive gauge.
Control of the electro valve is done by homemade control
electronics working with a LabVIEW VI. Using this system, we
reach a precision of the pressure regulation of 0.2 μbar.
Comb Referencing. The VCOF used in the current setup

shows a typical drift of 30 Hz/s and long-term oscillations with
a peak-to-peak excursion of about 6 MHz, mainly due to the

composite character of the cavity, involving low-expansion glass
and INVAR flanges for the mirror mounts. To overcome the
limitations imposed by this frequency instability, our VCOF is
referenced to a GPS-referenced femtosecond comb20,21 with a
repetition rate of 250 MHz. In total, 5 % of the available laser
light are used to set up a beat-note with the comb. A fast
Fourier transform of the beat note signal provides us with the
distance in frequency space between our laser source and the
closest comb tooth. A Fizeau type wavemeter (HighFinesse
WS-UIR) with a precision of 10 MHz allows for determination
of the respective comb tooth used for referencing. This
referencing of our laser source allows for instantaneous
correction of the observed drift. This level of frequency
stability allows an optimal retrieval of line surfaces and thus
gives the long-term stability needed for spectral averaging.

Locking System. The cavity length is weak-locked to the
laser frequency. The lock is reached and maintained by a
homemade system comprising of three principal components.
A piezo-electric tube actuator (PZT, see Figure 1) is dithering

the length of the optical resonator on the pm scale. The PZT is
driven by an ultralow noise (PDμ150, PiezoDrive) piezo driver
over a range of 100 V. Control is realized by an analog PID
board triggered by the photodiode output. A constant,
symmetric, 100 Hz triangle modulation with an amplitude of
0.2 V is added on the PZT. The modulation amounts to an
effective length dithering of the cavity of about 0.3% of the
FSR, allowing the generation of passages through resonance. A
signed error signal is derived from the sign and amplitude of the
modulation voltage at the moment the passage through
resonance occurs.
The error signal is sent to a PID that keeps the modulation

centered over extended periods of time. The relocking time of
this system is on the order of 2 s. Once locked, the system
reaches a typical repetition rate of 200 ring-downs per second.

Acquisition and Spectral Treatment. In order to exclude
potential effects of gas exchange or adsorption on the cell walls,
measurements are currently performed using a stable flow of
pure CO2 at 20 mbar. The flow rate is 0.6 mL/min which
corresponds to 25 μmol/min. The fully automatic spectral
acquisition follows an interlacing scheme to minimize time
losses. In this scheme, the cavity is locked to the laser frequency
and the MZM is used to jump over multiples of the CRDS FSR
subsequently. To increase the resolution this pattern is shifted.
This restricts the necessary relocking of the cavity to the laser

Figure 1. Experimental setup of a VCOFCRDS system. On the left-
hand side is a v-shaped, evacuated cavity in a thermalized enclosure.
On the right side is a CRDS-setup in a thermalized enclosure.
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frequency to a minimum, when the pattern is shifted, making
the amount of relocks a function of the spectral resolution.
Additionally, because our setup is able to arbitrarily place

spectral points, we constrained the top of absorption peaks by
increasing the spectral density. This results in an average
acquisition time of 47 s per spectrum, dominated by the fact
that adding constraining points on the peak implies a series of
additional relocks. Part of the lost time is due to a diminished
repetition rate at strong absorptions, which can be optimized by
using an adaptive system. The data is then fitted using the
Minuit2 (CERN) function minimizing tool to retrieve
absorption line surfaces, which gives the base for the described
ratio calculations. The line shape of the absorption profile is
fitted using a speed-dependent-Nelkin-Ghatak profile
(SDNGP17). It has been shown in previous studies, that
SDNGP is well suited to account for collisional narrowing and
speed dependent collisional broadening effects in the present
pressure regime14 in order to increase the accuracy of ratio
determination. The pressure broadening coefficients are
provided by the HITRAN2012 database and scaled according
the gas pressure. The Doppler width is fixed according
molecular mass and cell temperature. The other parameters,
proportional to pressure, have been determined experimentally.
Only the line amplitude is kept free. Using this procedure, we
reach a standard deviation of the fit of 4.2 × 10−12 cm−1, see
Figure 2. Since the precision of the retrieved line profiles from

one single spectrum is not sufficient for the subtle changes that
need to be resolved, we average the values from several
subsequent spectra.

■ EXPERIMENTAL PERFORMANCE
Figure 3 shows the instrumental precision of our instrument in
terms of an Allan-standard deviation plot (using an overlapping
Allan-Variance for increased statistical confidence) for a Δ17O
measurement series.
Figure 3 shows the evolution of the measurement precision

over averaging time. The green trace shows the simulation of an
ideal, unbiased, and purely statistical behavior. In blue we show
untreated Δ17O values from a typical measurement series, with
the points marking individual spectra. Exhibiting an initial
precision of 31.5 ppm, the maximum precision is reached after
16 min with a precision of 10.3 ppm. From there onward the

precision oscillates marking an underlying bias which prohibits
further averaging of measurement values but also showing a
stability at a level significantly below 15 ppm. Figure 4 shows
the raw Δ17O values and the temperature gradient.

A correlation of the two parameters is observed. A direct
correction using the correlation factor between ratio and
gradient would, however, not be sufficient, since from a physical
point of view the three absorption lines involved exhibit
different temperature sensitivities. The retrieved line surfaces
are thus affected to a different extend. We therefore
implemented a temperature correction of the retrieved line
surfaces based on T-dependencies retrieved from the
HITRAN22 database. The orange curve in Figure 3 shows the
Allan-Variance of the same data set after temperature
correction. An improvement of the data quality is clearly
visible, with the instrumental precision reaching 10 ppm after
10 min of measurement time. The Allan SD finally starts
oscillating between 5.5 and 9 ppm, which is likely due to very
small temperature effects that we do not yet sufficiently account
for.

Figure 2. Typical absorption spectrum and the corresponding fit and
fit residuals. Frequency is given as detuning from 188,421,366 MHz.
The standard deviation of the fit is 4.2 × 10−12 cm−1.

Figure 3. Allan standard deviation of a typical Δ17O measurement
series. Denoted in blue, the uncorrected data set. Denoted in orange,
the same data set with a temperature gradient correction applied.

Figure 4. In blue, the raw Δ17O values used in this study. The red
curve shows the temperature gradient measured on the CRD-cell.
Both curves show the rolling mean over 15 samples of the raw data. A
clear correlation of both parameters becomes obvious. Note that the
gradient is retrieved within two drillings inside the massive aluminum
body. While this allows correcting for biases caused by temperature
changes in the gas, it will be less suitable for corrections of biases
introduced by affected pressure gauges or valves.
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■ CONCLUSION
We developed a new instrument for the direct measurement of
Δ17O in CO2. This instrument is based on optical feedback
frequency stabilized cavity ring down spectroscopy near 1.6
μm16 and incorporates an ultrastable and ultranarrow laser
source, coupled with a high stability CRDS setup. We
demonstrated an instrumental precision of better than 10
ppm within 10 min of measurement time, requiring 300 μmol
of pure CO2. The predominant current limitations arise from
the temperature sensitivity of absorption lines. However, we
identified alternative absorption lines of a comparable signal/
noise ratio with a reduced temperature sensitivity and envision
using those together with an improved cell temperature
management to limit the need for temperature corrections in
routine measurements. To our best knowledge, this is currently
the fastest method for such measurements and the way to quick
and direct routine measurements of Δ17O in CO2.
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